Regret analysis in finitely-armed and continuously-armed bandits

Abstract:

The multi-armed bandit problem can be traced back to Robbins (1952), but it is only very recently that we obtained an (almost) complete understanding of this simple model. In the first part of the talk I will present two strategies that contributed to this recent improved understanding: MOSS (Minimax Optimal Stochastic Strategy) which is the first minimax optimal strategy (up to a numerical constant), and Robust UCB which is the first strategy that can deal with heavy tailed distributions. The second part of the talk will focus will on the continuously-armed bandit, and for this problem I will present the HOO (Hierarchical Optimistic Optimization) algorithm.
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